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Abstract: In the field of mechanical engineering, many practical problems can be converted into nonlinear problems, 
such as the meshing problem of mechanical transmission. So the solution of nonlinear equations has important 
theoretical research and practical application significance. Whether the traditional Newton iteration method or the 
intelligent optimization algorithm after the popularization of computers, both them have been greatly enriched and 
developed through the continuous in-depth research of scholars at home and abroad, and a series of improved 
algorithms have emerged. This paper mainly reviews the research status of solving nonlinear equations from two 
aspects of traditional iterative method and intelligent optimization algorithm, systematically reviews the research 
achievements of domestic and foreign scholars, and puts forward prospects for future research directions. 
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1. INTRODUCTION  

In the field of mechanical engineering, the problem 
of solving nonlinear equations has become one of the 
most important research topics. Many practical 
problems can be converted to solving nonlinear 
equations, so its research has important theoretical 
significance and application value.  

For example, in the research of meshing theory of 
mechanical transmission, it is often necessary to 
determine some characteristic points on the tooth 
surface to determine the processing and basic 
technical parameters of the transmission pair. Due to 
the nonlinear nature of the tooth surface, it is inevitable 
to encounter the problem of solving nonlinear 
equations to determine the parameters contained in the 
problem. 

The nonlinear equations generally refer to a 
nonlinear equation system composed of several 
nonlinear equations [1], which can be expressed in the 
following form: 

 

f1(x1, x2 ,!xn ) = 0
f2 (x1, x2 ,!xn ) = 0

"
fm (x1, x2 ,!xn ) = 0
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       (1.1) 

where m  represents the number of equations, n  
represents the number of unknowns.  fi (i = 1, 2,!m)  is 
a real-valued function defined on a region D  which is 
in a m  dimensional Euclidean Space Rm . 
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when m > n , the equations only be solved in the 
sense of optimization, can’t get a exact solution. When 
m = n , the exact solution can be get if it exist. When 
m < n , the solutions of the equations are generally 
hypersurfaces or hypercurves in a high dimensional 
space. 

By introducing vector notation, the above equation 
can also be expressed as: 

F(x) = 0         (1.2) 

Here, F(x)  represents a nonlinear mapping on the 
region D ! Rn " Rn . 

Many practical problems can be transformed into 
nonlinear equations, and analytic solutions can be 
obtained for some special equations. However, due to 
the nonlinearity of the equations, it is only impossible to 
judge if the solution exist, and it is difficult or impossible 
to obtain the numerical solution. In view of this, 
domestic and foreign scholars have done a lot of 
research, and put forward plenty of methods to solve it. 

The current solution methods can be divided into 
two categories: direct method and optimization method 
[2, 3]. 

The so-called direct method is to use the idea of 
iteration to construct iterative functions, and then solve 
the equations, the most representative is Newton 
method [4, 5], its most prominent advantage is that 
when the initial point is close enough to the solution of 
the problem, it can get a good convergence effect. 
However, Newton's method also has obvious 
shortcomings: 
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(1) When the initial point is not close enough to the 
solution, the convergence rate of Newton's method is 
slow or even not converge; 

(2) It is necessary to calculate the Jacobian matrix 
and solve a linear system of equations in each 
iteration. When the scale of the problem is large, it is 
difficult to solve Newton's equation accurately; 

(3) When the Jacobian matrix is singular or close to 
singular, the Newtonian direction is not defined and the 
iterative method cannot continue. 

In view of the shortcomings of Newton's method, 
many improved algorithms have been proposed on the 
basis of Newton's method [6-8]. Typical methods 
include pseudo-Newton method, secant method 
(discrete Newton method), finite difference Newton 
method, simple Newton method, damped Newton 
method, trust region Newton method, etc [9].  

Optimization method is to transform the nonlinear 
equations into an optimization problem, and then apply 
optimization theory to solve it [10-14]. The basic idea 
can be expressed in the following figure: 

According to the different objective function, the 
conversion mode is also different, this paper 
summarizes and introduces the more common 
conversion mode in the following. 

The optimization problem after transformation is 
mainly solved by some intelligent optimization 
algorithms. In this paper, three common algorithm 
technologies are summarized, and some new 
intelligent algorithms are briefly introduced, such as 
genetic algorithm [21, 22], simulated annealing 
algorithm [23, 24], particle swarm optimization 
algorithm [25], etc. 

In order to investigate the variation of real solutions, 
interval iteration method [15, 16] has been proposed, 

which can find the variation interval of a real solution. 
However, due to the complexity of the calculation for 
solving the transcendental equations, the application of 
this method is limited. In addition, in order to reduce the 
requirements on the initial value of the iteration, the 
homotopy continuation algorithm and simplex method 
have also been proposed [17-19]. The homotopy 
continuation algorithm requires the Jacobi matrix norm 
of the equations to be bounded, which may be difficult 
to satisfy and verify, so there are still many problems to 
be solved when this method is applied to practical 
calculation. Simplex method, also known as fixed point 
algorithm or cyclic compensation algorithm, has the 
advantage of low sensitivity of initial value, avoiding the 
singularity of iterative method, and the disadvantage is 
that the calculation is complex and the calculation is 
large. 

In this paper, the current research status of solving 
nonlinear equations with traditional iterative method 
and optimization method will be reviewed respectively, 
the research achievements of domestic and foreign 
scholars will be systematically reviewed, and the future 
research direction will be proposed. 

2. THE ITERATIVE METHOD OF SOLVING 
NONLINEAR EQUATIONS  

As a traditional optimization algorithm, the basic 
principle of the iterative method is to obtain the optimal 
solution step by step based on gradient information 

[27]. At present, the common algorithms are: Newton 
method, conjugate gradient method, fastest descent 
method, etc. Among them, Newton method and its 
derived quasi-Newton method and imprecise Newton 
method are the most classic, and also the most 
important methods to get the numerical solution of 
nonlinear equations. This paper mainly discusses the 
research status of Newton method and other improved 
algorithms derived from it. 

 

Figure 1: The idea of Optimization method to solve nonlinear equations. 
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2.1. The Basic Ideas of Newton Iteration Method 

The basic idea of Newton iteration method is to 
carry out Taylor expansion of the nonlinear system of 
equations F(x) = 0 , and make linear approximation at 
the iteration point, so as to obtain: 

F(xk + s) ! F(xk ) + "F (xk )s = 0       (2.1) 

xk is the current iteration point, and s = x ! xk , if 
!F (xk )  is non-singular, then: 

x = xk ! "F (xk )
!1F(xk )        (2.2) 

Given an initial value, an iterative format can be 
constructed: 

 xk+1 = xk ! "F (xk )
!1F(xk ), k = 1, 2,!      (2.3) 

This is the classic Newton iteration. In the k  step of 
the iteration, we need to solve the following Newton 
equation to obtain the step size of the iteration sk : 

!F (xk )sk = "F(xk )        (2.4) 

Newton iteration method has better local 
convergence, but it depends on the selection of initial 
points.If the initial point is selected not properly, it may 
not find the solution. At the same time, due to the 
calculation of gradient information, each step needs to 
calculate the Jacobian matrix and solve the linear 
equations. When the scale of the equations is large, 
the calculation amount is cumbersome, and is only 
applicable to the differential function, and it is easy to 
fall into the local optimal solution. Therefore, the 
improvement of Newton's method is mainly focused on 
solving or optimizing the above problems. 

2.2. Improvement of Newton Iteration Method 

2.2.1. Improvement in Algorithm Computation 

Dembo et al. proposed an inexact Newton method 
for solving nonlinear equations. In each iteration of 
Newton's method, only the inexact solution of Newton's 
equation was carried out, and its local convergence 
under appropriate conditions was given [28]. On this 
basis, Eisenstat and Walker proposed a class of 
globally convergent inexact Newton method by 
combining line search method and trust region 
technique [29]. In fact, the inexact Newton method is a 
kind of internal and external iterative algorithm, the 
outer iteration is the traditional Newton method, and the 
inner iteration is usually some classical algorithms to 

solve linear equations, common SOR iteration, Gauss-
Seidel iteration and Jacobian iteration. In recent years, 
with the rapid development of Krylov subspace method, 
Newton-Krylov subspace method [30, 31] has been 
widely used as a special method. This method uses 
Krylov subspace method as the inner iteration solver 
and Newton method as the outer iteration. This inner 
and outer iteration technique can make full use of 
Jacobian matrix, the structure and sparsity of 
Newtonian method greatly reduce the amount of 
computation. In 2021, Longquan Yong reviewed the 
second-order, third-order, fourth-order, fifth-order and 
ninth-order Newton methods for solving nonlinear 
equations [70], and gave the convergence efficiency 
index, finding that the convergence of various Newton 
methods is related to the selection of initial points, and 
the higher the convergence order, the greater the 
computational cost (memory occupied and function call 
times). 

2.2.2. Improvement in Algorithm Convergence 

Bai,Golub, and Ng first proposed an HSS iteration 
method to solve a positive definite linear system of 
equations with no Hermitian [32]. Subsequently, Bai 
and Guo took the HSS iteration method as the internal 
iteration solver of the inexact Newton method, 
established a Newton-HSS method for solving 
nonlinear equations with non-Hermitian positive definite 
Jacobian matrix, proved local and semi-local 
convergence, the numerical results showed that the 
Newton-HSS method was more efficient than the 
Newton Krylov subspace method [33]. In recent years, 
with the rapid development of HSS iterative method 
[34, 35], Aili Yang et al. proposed Newton-PSS method 
for solving nonlinear equations and gave a proof of 
convergence [36]. Xu Li used the GHSS and GPSS 
methods as the internal iterative solvers of the inexact 
Newton method respectively, proposed the Newton-
GHSS method and the Newton-GPSS method for 
solving nonlinear equations, and gave their 
acceleration methods [37]. Recently, Wu and Chen 
proposed the modified Newton-HSS method instead of 
the classical Newton method as the external iterative 
solver of the inexact Newton method, while the HSS 
method was used as the internal iterative solver, and 
proved the local and semi-local convergence of the 
method under appropriate conditions. The numerical 
results show the modification The Newton-HSS method 
is superior to the Newton-HSS method in terms of 
iteration steps and CPU time [38, 39]. Dai et al. have 
successively proposed the revised Newton-NSS 
method and the revised Newton-PSS method [40, 41]. 
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Not long ago,Li and Guo used the multi-step modified 
Newton-HSS method as the external iterative solver of 
the inexact Newton method to establish the multi-step 
modified Newton-HSS method for solving nonlinear 
equations, and proved the local and semi-local 
convergence of the method. Numerical results show 
that the multi-step modified Newton-HSS method is 
more effective than the modified Newton-HSS method 
[42]. 

2.2.3. Improvement in Other Aspects 

In addition, in order to avoid the waste of point 
information of the first two iterations and the serious 
problem of nonlinear approximation function caused by 
excessive use of information, Yongkang Sui et al. 
proposed a rational approximation with linear 
numerator and denominator based on the information 
of the last two iterations, and proposed a RALND 
function [43, 44]. Subsequently, scholars did further 
research on this basis and produced a large number of 
optimization methods and solving methods for 
nonlinear equations [45, 46]. Saheya et al. constructed 
an improved RALND function and proposed a class of 
quasi-Newton method based on RALND function [47]. 
Wang applied RALND function to nonlinear least 
squares problem and proposed a class of improved 
Gauss-Newton method based on RALND function [46]. 

Although Newton's method and inexact Newton's 
method are very effective algorithms to solve nonlinear 
problems, but they both need to calculate and store 
matrices, which make it more difficult to solve large 
problems. In reference [71] Cruz and Raydan proposed 
a non-monotonic spectral gradient method for solving 
general nonlinear equations and proved its global 
convergence. Both of these two spectral gradient 
methods are suitable for solving large-scale interval 
problems. 

3. THE ITERATIVE METHOD OF SOLVING 
NONLINEAR EQUATIONS 

The solution of using optimization method to solve 
nonlinear equations can be roughly divided into two 
steps [47]: 

(1) Transform it into an optimization problem (e.g., 
single-objective optimization, constrained optimization, 
multi-objective optimization, etc.); 

(2) Intelligent optimization algorithm is used to solve 
the optimization problem after transformation. It is 
worth noting that the optimization problem after 

transformed has the same optimal solution as the 
original nonlinear equations. 

3.1. Transformation Method from Nonlinear 
Problem to Optimization Problem 

According to the number of objective functions and 
the absence of constraints, researchers put forward 
three types of methods to transform nonlinear problems 
into optimization problems, namely, single-objective 
transformation method, constrained transformation 
method and multi-objective transformation method [47]. 

(1) The single objective transformation method is to 
transform the nonlinear problem into a model that 
minimizes the sum of squares or absolute value. It is 
widely used because it is simple and easy to execute. 

(2) The intelligent optimization algorithm is 
essentially an unconstrained search algorithm actually, 
and it needs to be combined with some constraint 
processing techniques to solve some constraint 
optimization problems, so there are relatively few 
applications and corresponding researches. 

(3) The multi-objective transformation method is to 
transform the nonlinear problem into a multi-objective 
optimization problem, and the relationship between 
multiple objective functions is mutually exclusive. In 
2008, Grosan proposed a CA transformation method, 
which regarded each nonlinear equation as an 
objective function. This method is simple and intuitive, 
but with the increase of the number of equations, the 
performance of the algorithm will be significantly 
reduced [48]. To solve this problem, Song proposed a 
MONES(multiobjective optimization for nonlinear 
equation systems) transformation method which 
transforms the nonlinear problem into two objective 
functions by optimizing the two optimal functions 
simultaneously, the calculation difficulty is greatly 
reduced [49]. However, because only one dimension of 
information is considered, some optimal solutions will 
be lost in the optimization process. To this end, Gong 
proposed the A-Web algorithm in 2017 to assign 
weights to each decision vector and improve the global 
search performance [50]. 

To sum up, the single objective transformation 
method and the constrained transformation method 
may not find multiple optimal solutions in the 
optimization process due to the single objective, and 
attention should be paid to increasing diversity when 
designing optimization algorithms. The multi-objective 
transformation method can find multiple optimal 
solutions in one run. 
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3.2. Intelligent Algorithm for Solving Optimization 
Problems 

The reason why intelligent optimization algorithm is 
used to solve nonlinear problems is that it is a crowd-
based optimization algorithm, which searches from 
multiple points at the same time, rather than a single 
point search, and has invisible parallelism. Moreover, 
the initial point requirements are not high, and it is still 
applicable to nonlinear equations without 
differentiability, with a wide range of solutions, high 
efficiency, robustness and other characteristics, which 
greatly facilitates the solution of nonlinear equations 
and solves the limitations of traditional optimization 
algorithms. Therefore, the use of intelligent optimization 
algorithms to solve nonlinear equations has attracted 
more and more attention, and has become a research 
hotspot in recent years. 

According to recent research trends, they can be 
divided into four categories: algorithms based on 
exclusion technology, algorithms based on clustering 
technology, algorithms based on multi-objective 
technology, and other intelligent algorithms [47]. 

3.2.1. Algorithm Based on Exclusion Technology 

Exclusion technique is a common method for 
solving multiple optimal solutions, its main principle is 
as follows: design a function based on the objective 
function, set an exclusion region near the discovered 
optimal solution, and force the algorithm to continue 
searching for the optimal solution in other regions, so 
as to explore new search regions and discover new 
optimal solutions [51]. 

At present, common repulsion techniques include 
multiplicative repulsion technique and additive 
repulsion technique. 

(1) multiplicative repulsion technique  

Pourjafari et al. [52] proposed the multiplication 
exclusion technique in the following form: 

min R(x) = ( f (x) + !) coth(" x # x j
$ )

j=1

K

%      (3.1) 

where K  is the number of optimal solutions that have 
been found, !  is a normal number close to zero, !  is 
the exclusion radius, which is used to adjust the size of 
the exclusion region, x j

!

 
is the j  and optimal solution 

that has been found. 

Ramadas et al. [53] proposed another multiplicative 
exclusion technique based on error function "erf", in the 
following form: 

min R(x) = ( f (x) + !) " #$ (% , x & x j
' )

j=1

K

(      (3.2) 

where !  is the measure of the degree of repulsion, !"  
is the radius of repulsion. 

(2) additive repulsion technique 

Hirsch et al. [54] put forward the addition exclusion 
technique to solve nonlinear problems in the following 
form: 

minR(x) = f (x)+! e" x"x j
#

$%( x " x j
#

j=1

K

& )
     (3.3) 

where !" represents the characteristic function, !  is a 
small constant that adjusts the radius of repulsion, !  is 
a measure of rejection. 

In literature [51], a new optimization algorithm 
RADE(repulsion-based adaptive differential evolution) 
is proposed by combining the addition exclusion 
technique with the difference algorithm (differential 
evolution, DE) [55] to solve nonlinear problems. After 
finding an optimal solution, the algorithm will use the 
addition exclusion technique to adjust the objective 
function, increase the value of the function near the 
optimal solution, make it become the exclusion region, 
and force the algorithm to continue searching for a new 
region and find other optimal solutions. 

At the same time, in order to increase the diversity 
of selection, neighborhood variation and crowded 
selection are added on the basis of the original 
difference method, and the adaptive parameter 
adjustment strategy can improve the search 
performance of RADE algorithm. 

When using repulsion technique to solve nonlinear 
problems, the repulsion radius plays an important role. 
If the repulsion radius is set too large, the optimal 
solution that is closer to the found optimal solution may 
be lost. If the setting is too small, the algorithm's search 
efficiency will be greatly reduced. Liao put forward an 
evolutionary algorithm based on dynamic exclusion in 
reference [56]. In order to improve the search efficiency 
of the algorithm at the beginning of the algorithm, a 
large exclusion radius is set for global search. As the 
number of iterations increases, the exclusion radius is 
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gradually reduced so that a new optimal solution near 
the optimal solution can be found. Secondly, a dynamic 
repulsion based evolutionary algorithm (DREA) 
framework is proposed, which can be combined with 
different evolutionary algorithms and repulsion 
techniques to greatly improve the probability of finding 
the optimal solution. 

3.2.2. Algorithm Based on Clustering Technology 

The so-called clustering technique is to classify the 
solutions of nonlinear equations into different 
categories. The solutions after classification have high 
similarity, and then search the optimal root from each 
category. 

Tsoulos et al. [57] proposed a global search 
algorithm based on clustering to solve nonlinear 
equations. Firstly, the nonlinear equation is 
transformed into a sum of squares single-objective 
problem, and then the clustering algorithm Multistart 
and Minfinder are used to solve the transformed 
problem. Sacco et al. [58] combined fuzzy clustering 
means (FCM) to classify the candidate solutions, and 
finally used N-M local search algorithm to search each 
class to accelerate the convergence of the population. 
He et al. [59] proposed the FNODE (fuzzy 
neighborhood based differential evolution with 
orientation) algorithm, by improving fuzzy 
neighborhood technology, suitable individuals are 
selected according to fuzzy rules and individual 
distribution to form neighborhood, and the exploration 
ability of population is improved. Liao et al. [60] have 
proposed DDE/R(decomposition-based differential 
evolution with reinitialization) algorithm and MENI-
EA(memetic niching-based evolutionary algorithms) 
algorithm, which main idea is to classify the population, 
increase the diversity of the population, and search for 
new roots more better. 

Although the clustering technology is easy to 
implement, but it is still depends on the selection of the 
number of clusters. If the number is selected too much, 
the search is still carried out even if the optimal solution 
is not used in some classes, resulting in a larger 
computation quantity. If the number selection is too 
small, only one root can be found in each class, some 
roots may be lost. 

3.2.3. Algorithm Based on Multi-Objective 
Technology 

Multi-objective technique is one of the commonly 
used algorithms to deal with multi-objective 

optimization problems [61], and its purpose is to find a 
set of Pareto optimal solutions. In recent years, a lot of 
research results of NESs problem solving using multi-
objective technique have appeared. In general, they 
can be divided into two categories: 

(1) Use Pareto to sort and select individuals; 

(2) Divide the population into several 
subpopulations, each of which corresponds to an 
objective function, this mechanism is called the 
population-based approach. 

Song et al. [49] proposed the MONES algorithm, in 
which the nonlinear problem was treated as a two-
objective optimization problem, and the transformation 
problem was solved through NSGA-II. After the 
population is randomly initialized, the progeny 
population is generated through selection, crossover 
and variation. Thene the parents and children are 
combined, and individuals entering the next generation 
are selected using non-dominant sorting and crowding 
distance selection. Gong et al. [50] further improved 
MONES and proposed A-WEB(A weighted biobjective) 
optimization algorithm. In this algorithm, the weights in 
the objective function are randomly generated from 0 to 
1. In the optimization process, two search algorithms, 
SHADE and NSGA-II, are combined to generate 
offspring through mutation and cross. In this process, 
the parameters are adjusted adaptively, thus improving 
the accuracy of the search. Then the choice between 
individuals is determined by the non-dominant order. 

Gao et al. [62] designed a two-phase evolutionary 
algorithm (TPEA) to solve nonlinear problems. In this 
algorithm, the nonlinear problem is transformed into a 
single objective optimization problem. In the first stage, 
the niches technology NCDE was used to construct the 
diversity index based on Gaussian kernel function to 
maintain the diversity of the population and achieve the 
balance between convergence and diversity. In specific 
iterations, NCDE alternates with NSGA-II to produce 
high-quality candidate solutions. In the second stage, a 
probe method is designed to locate the promising 
region (i.e. the region where the best solution may 
exist), using DE as a local search algorithm to finally 
find the root of the nonlinear problem. 

3.2.4. Other Intelligent Algorithms 

(1) genetic algorithms (GA) 

Literature [63] combines the Legendre numerical 
integration and GA algorithm to solve nonlinear 
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problems. In literature [64], immune genetic algorithm 
(IGA) was used to find the roots, and individual 
distance comparison method based on fitness value 
was adopted, which not only retained superior 
individuals, but also reduced the selection of similar 
individuals, thus ensuring the diversity of the whole 
population.  

Literature [65] proposes a hybrid niche genetic 
algorithm and quasi-Newton algorithm to solve 
nonlinear problems. Firstly, a population is generated 
by the microbiotic genetic algorithm, and the individual 
with the best fitness value is found. Then, an individual 
in the remaining population is selected as the initial 
point with a certain probability, and local search is 
carried out by quasi-Newton method. If the locally 
optimal individual fitness value is better than before, it 
is replaced, otherwise, no replacement operation is 
performed. 

(2) particle swarm optimization (PSO) 

Compared with GA algorithm, PSO algorithm is an 
algorithm with memory, good individual information will 
be saved and utilized, and in most cases, the 
convergence speed is faster than GA algorithm. The 
application of PSO algorithm to nonlinear problems has 
been widely studied. Mo et al. [66] proposed a 
conjugate direction particle swarm optimization 
(CDPSO) algorithm and applied the conjugate direction 
method to PSO to improve the local optimal problem 
that PSO is prone to fall into in high dimensions, thus 
facilitating the solution of nonlinear problems. Brits et 
al. [67] further improved PSO, proposed the operation 
of nbest (neighborhood best), increased the diversity of 
the algorithm, and made the algorithm easy to locate 
multiple roots of NESs. 

(3) simulated annealing algorithm (SA) 

In literature [68], in order to avoid premature 
convergence of SA algorithm and local optimal 
solution, fuzzy adaptive SA algorithm is used to 
overcome this defect when searching for multiple 
optimal solutions. Literature [69] proposes an 
polarization technique, similar to the repulsion 
technique, which continuously modifies the objective 
function after determining a new optimal solution to 
generate a repulsion region in the neighborhood of the 
previously found root, which solves the problem of SA 
algorithm falling into local optimality. 

In addition, there are some new intelligent 
algorithms, such as neural network method [20] and 

ant colony algorithm [24], which will not be introduced 
in this paper. 

4. CONCLUSIONS 

 At present, both iterative method and intelligent 
algorithm for solving nonlinear equations have reached 
a certain stage of maturity. Scholars at home and 
abroad have made a lot of optimization and 
improvement in the convergence and convergence 
speed of algorithms. But there are still some problems 
to be solved, and the future research must be focused 
on this: 

(1) In practical application, such as the gear-
meshing problem, the influence of relevant parameters 
on the solution of nonlinear equations and the practical 
significance of the specific solution need to be 
discussed in depth. 

(2) For nonlinear equations with multiple solutions, 
how to determine appropriate iterative initial values in 
order to obtain all solutions still needs to be studied. 

(3) At present, the theoretical research results on 
the numerical solution of nonlinear equations have 
been quite rich, but how to apply the research results to 
practical engineering projects needs to be further 
expanded and verified. 

(4) For large-scale nonlinear equations without 
constraints, how to accelerate the convergence speed 
and ensure that all optimal solutions are obtained 
needs to be further optimized. 

(5) For the study of the existence and initial value 
sensitivity of the real solutions, most of them are 
carried out by using the principles of compression 
mapping and fixed point in nonlinear functional analysis 
and the theory of convex sets and convex functions, 
but the conclusions and discriminant conditions 
obtained are difficult to apply in concrete calculations. 
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