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Abstract: The energy management of a multi-microgrid (MG) system is essential for its stable and economic operation. 
This study proposes an optimal power flow scheduling strategy for the energy management of multi-MG systems. At the 
multi-MG level, the global central controller (GCC) is responsible for managing the MGs. The GCC calculates the 
amount of power exchanged within the MGs by using a novel optimal energy allocation policy. Based on the energy 
supply and demand mismatch, MGs are classified as providers and consumers. The GCC collects information, then 
distributes energy among the consumers and divides benefits to the providers. Each consumer determines the price of 
the purchased energy from other microgrids based on a priority parameter, in which the local load demand and 
renewable energy penetration rate are considered as important factors. At the MG level, with the goal of minimising the 
operating cost of the MG, the energy is controlled from two time scales, namely day-ahead and intraday, to optimise the 
output power of generators and energy storage devices. Finally, a simulation of a multi-MG system with three MGs 
demonstrate the effectiveness of the proposed optimal method. 
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1. INTRODUCTION 

As the energy demand and environmental issues 
increase worldwide, a large amount of renewable 
energy is flooding into the electricity market. To meet 
the challenges brought by the random and intermittent 
renewable energy generations (REGs) to the main grid, 
multi-microgrids (MGs) emerge as one of the promising 
solutions to integrate the REGs effectively [1-6]. MGs 
usually consist of distributed generations, loads, energy 
storage systems, etc. They can solve the connection 
problem between the REGs and the main grid by 
integrating coordinated control and energy 
management systems [7]. Generally, a single MG has 
a limited capability to maintain a stable and economic 
operation, while a combination of MGs, i.e. a multi-MG 
system, guarantees an improved ability. Compared 
with a single MG, multi-MG systems can ensure normal 
operation of the internal single MGs and can 
simultaneously balance the energy flows among the 
MGs in the system to improve the power quality and 
reliability, and reduce the distribution power losses [8-
12]. Therefore, the coordinated operation control of 
multi-MGs is essential to realise an autonomous 
operation of the system. 

From the decision-making point of view, two main 
approaches can be adopted for the control scheme of 
multi-MGs, i.e. decentralised control and centralized 
control methods [13]. In the decentralised approach, a 
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multi-agent system is employed, where each MG 
needs to follow a unified agreement. The main 
challenge of the decentralised control is how to 
establish a consensus among different agents in the 
MGs. In the centralised approach, the central controller 
provides the global optimised control strategy and 
conveys it to each MG. In [14], the centralised control 
method is used to achieve optimal energy trading 
results by using stochastic distribution functions to 
simulate energy uncertainty, and the influence of error 
on the scheduling results is considered. In [15, 16], the 
units in multi-MGs are classified into consumers and 
providers. Moreover, the energy trading among the 
MGs is described as a game problem, and each MG 
obtains its optimal operation results during the game. In 
[17], a contribution-based energy-trading mechanism 
among MGs in a competitive market is proposed and is 
described as a non-cooperative energy competition 
game. In [18], a power scheduling method-based 
priority is proposed. The priority value of the MG is 
determined by its previous contribution value, and the 
energy trading among the MGs is determined 
according to this priority. In [19], hunger parameters 
are introduced for the energy allocation in multi-MGs. 
In [20], a two-stage optimisation model based on a 
dynamic electricity pricing strategy, which can smooth 
the load curve of the main grid as well as reduce the 
total operation cost of the MGs, is proposed. 

Furthermore, aiming at managing multi-MGs more 
efficiently, the prediction of REGs and loads is another 
primary problem. A higher prediction accuracy will be 
more useful for an efficient power control of multi-MGs. 
At present, unsolved problems in the power forecast of 
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REGs and loads still exist [21-23], and relying only on 
the day-ahead forecast is not enough. According to the 
characteristic that the prediction accuracy of renewable 
energy power increases with a decreasing time scale, 
increasing the prediction frequency of REGs and 
correcting the optimal scheduling scheme are effective 
methods for eliminating the impact of the random and 
intermittent problems of REGs. A multi-time scale 
power control method presented in [24] with three time 
scales is proposed to stabilise the power fluctuation, 
wherein the effectiveness of the proposed power 
control method is verified by real-time hardware-in-loop 
tests. In addition, a bilayer multi-time coordination 
method is proposed in [25]. In the day-ahead schedule 
layer, generating units are committed, and relaxed 
bidirectional reserve boundaries are predicted for the 
next day. In the real-time dispatch layer, the generation 
output is dynamically adjusted and the reserve is 
dispatched using successive approximations based on 
real-time data. 

As can be found from the existing studies of multi-
MGs, the prediction errors of REGs during the energy 
management of multi-MGs should be taken into 
consideration. However, if these errors cannot be 
calculated and processed correctly, they will have a 
very negative impact on the operation of multi-MGs. In 
order to fill the above-mentioned gaps, this study 
establishes a centralised control strategy based on a 
multi-time scale for the energy management of multi-
MGs. In addition, this study proposes an energy trading 
method based on a proportional distribution to solve 
the problem of energy trading among different MGs. 
The main contributions of this study are as follows: 

1) Proposing a novel method for calculating the 
priority parameter (PP) of MGs with consideration of 
the penetration rate of REGs and energy demand. 

2) Applying a multiple time scale strategy to multi-
MGs for reducing the negative effects of REGs 
forecasting errors. 

The rest of this paper is organised as follows. In 
Section 2, the energy management framework of multi-
MGs adopted in this study is presented. Section 3 
introduces the proposed optimal power flow scheduling 
strategy of multi-MGs. Section 4 discusses the 
corresponding case studies conducted and evaluated. 
Finally, Section 5 provides the conclusion. 

2. ENERGY MANAGEMENT FRAMEWORK OF 
MULTI-MGS 

Geographically proximate MGs can be connected to 
form a multi-MG system. In this system, each MG has 
the benefit of acquiring power from neighbouring MGs 
in case of insufficient power, or providing power to 
other MGs when extra power is available. Additionally, 
if there is still excess or insufficient power in the 
system, it can exchange energy with the main grid. As 
shown in Figure 1, by interconnecting the MGs with 
power lines and two-way communication lines, a multi-
MG system is established. 

This study adopts a hierarchical control system [26-
29] to accomplish an efficient energy trading between 
multi-MGs. As shown in Figure 2, using the hierarchical 
control efficiently reduces the logic complexity and 
completes the energy scheduling through different 
levels of coordination. First, at the multi-MG level, a 
global central controller (GCC) is responsible for 

 

Figure 1: Structure of a multi-MG system. 
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coordinating the operation of MGs. With the power 
scheduling execution at this level, the GCC calculates 
the energy trading values between MGs and transmits 
commands to the MG central controllers (MCCs). At 
the MG level, a decision-making approach based on 
the multi-time scale energy scheduling strategy is 
adopted for the local operation management. 

 

Figure 2: Hierarchical control for multi-MGs. 

As mentioned previously, the effectiveness of the 
hierarchical control is closely related to the predictive 
correctness of REGs. To reduce the negative effects of 
prediction errors of the control method, a multi-time 
scale energy scheduling, which includes two stages 
[30, 31], i.e. day-ahead and intraday, is employed. In 
the day-ahead scheduling period, according to the day-
ahead forecast of REGs and loads, the GCC calculates 
the optimal energy trading among MGs per hour on the 
next day. Based on the energy trading plan formulated 
by the GCC, the MCCs calculate the output of the 
diesel generator, the charge and discharge power of 
the battery, and the power exchanged with the main 
grid per hour on the next day. In this period, the 
technical characteristics of the output units, energy 
storage state, time-of-use electricity price, and fuel 
price of the batteries are considered to obtain the 
lowest daily operating cost of the MG. In the intraday 
period, the intraday forecast information is scrolled and 
updated in a cycle of 15 min. Based on the results of 
the day-ahead scheduling including energy trading 
among the MGs and the power exchanged with the 
main grid, the MCCs optimise the output of the diesel 
generators and batteries, trying to eliminate the 
deviation caused by the day-ahead forecast error, and 
ensure a stable operation. 

3. PROPOSED OPTIMAL POWER FLOW 
SCHEDULING STRATEGY 

3.1. Energy Allocation Policy Among MGs in Multi-
MG Level 

In the proposed multi-MG system, it is assumed that 
there are m MGs. 

   
M = MG1, MG2 , MG3!, MGm{ }  

represents the collection of all MGs in this system. 

Within a certain time t, the difference between the 
renewable energy and the load power generated by the 
i-th MG can be defined as a net energy value, and it 
can be calculated as 

  !Pi
t = PPVi

t + Pwti
t " Ploadi

t           (1) 

where  PPVi
t , Pwti

t , and Ploadi
t  are the estimated values of 

the photovoltaic and wind turbine generation, and the 
local consumption of the i-th MG at time t, respectively. 
If   !Pi

t < 0 , MG i is regarded as a consumer; otherwise, 
it is considered as a provider. During this period t, the 
provider delivers energy to the consumers, and the 
energy flow will be within the multi-MG system, 
avoiding frequent energy exchange between the multi-
MG system and the main grid. In addition, the price of 
the traded energy among MGs is lower than the price 
of electricity purchased from the main grid, and is 
higher than the price of electricity sold to the main grid. 
Through the energy trading process, the overall 
benefits of the multi-MG system are improved. In the 
process of energy trading, allocating energy to 
consumers and maximising the benefits to providers as 
well as ensuring the fairness of the trading market are 
critical issues. 

To solve the aforementioned problems, this study 
proposes a new method for energy trading among 
MGs. The supplementary energy offered by the 
providers is allocated to the consumers in proportion to 
the bid of consumers, and the revenue is distributed to 
the providers in proportion to the sales. The bid of 
consumer i is based on the value of the PP, which is 
determined by two factors: 

1. The energy demanded by the i-th consumer, 
where more energy demand results in a higher 
bid; 

2. The renewable energy penetration rate of the 
MGs. To encourage MGs that are developing 
clean energy and promoting energy 
transformations, consumers with a high 
penetration rate can obtain the energy 
preferentially. 

Therefore, the PP in the present interval can be 
calculated as 
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Ci

t = PP CGS
t !CGB

t( ) +CGB
t           (4) 

In (2), Li is the load demand of consumer i, and LTotal 
is the total demand from all consumers. ! i  and  !i  are 

the weight factors (  0 !" i ,#i !1 , and   ! i + "i = 1 ).  Ci
t  is 

the bid of the i-th consumer,  CGS
t  is the price of 

electricity purchased from the main grid, and  CGB
t  is the 

price of electricity sold to the main grid. From (2)–(4), it 
can be observed that CGB < Ci < CGS , which can enable 
energy trading among MGs preferentially and then 
exchange energy with the main grid. 

At time t, the energy that the i-th consumer obtains 
from energy trading can be expressed as 
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where 
 
E

B

t  is the sum of the energy required by all 

consumers during time t, and 
 
E

S

t  is the sum of the 

energy supplied by all providers. If 
 
E

B

t < E
S

t , each 

consumer will get its required energy, and the 
remaining energy is sold to the main grid. If 

 
E

B

t > E
S

t , 

the total energy supplied by the providers is allocated 
to the consumers in a proportion based on the bid of 
consumers and it does not exceed the energy required 
by the consumers. 

The actual energy supplied by provider j is mainly 
dependent on the renewable energy penetration rate, 
which can be derived as 

  

u j =
Pwtj

t + Ppvj
t( )

t=1

24

!
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t

t=1
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!
          (6) 

where uj is the renewable energy penetration rate of 
provider j. Compared with selling to the main grid, 
providers with high renewable energy penetration rates 
can get more revenue by selling energy to other MGs. 
Similar to the calculation method of consumer bid, the 
purpose of this approach is to allow the MGs to 
develop more renewable energy for profit. 

At time t, the energy that the j-th provider can 
deliver in the process of energy trading can be 
expressed as 
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If 
 
E

B

t < E
S

t , the provider outputs the energy 

proportionally according to the renewable energy 
penetration. If 

 
E

B

t > E
S

t , each provider outputs the total 

excess energy. 

The total revenue from all providers of the multi-
MGs in the process of energy trading is given as 

 
Rt = Bi

t
i!I" Ci

t            (8) 

Meanwhile, the revenue of the j-th provider can be 
derived as 

 
Rj

t =
S j

t

S j
t

j!J"
Rt            (9) 

Based on the above analysis and description, the 
flow chart of the proposed energy trading process can 
be depicted as shown in Figure 3. 

3.2. Multi-Time Scale-Based Energy Management in 
MG Level 

The energy management of MGs is able to 
calculate the power flows within the MG including the 
exchange of power from the main grid, the output 
power of each diesel generator, and the charging and 
discharging power of the energy storage devices. In 
this study, to eliminate deviations caused by forecast 
errors, different control strategies are adopted in 
different stages as follows. 

3.2.1. Day-Ahead Power Scheduling 

According to the day-ahead forecast information, 
while the minimum operating cost of the MG is 
considered as the optimisation objective, the MCCs 
optimise the output of different units in the MG. In the 
process, the time-of-use electricity price, battery 
operating life loss and operating cost, diesel generator 
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operating cost, and the main grid power price, as well 
as the demand side management are considered. 

The objective function to be minimised at each time 
step (t) can be expressed as follows: 

  
min F1 = min Cbat Pbati

t( ) +Cgrid Pgridi
t( ) +Cde Pdei

t( )+Cload Ploadi
t( )!

"
#
$i=1

m%t=1

24%
           (10) 

where 
 
Cbat Pbati

t( )  is the operation and maintenance cost 
of the battery in MG i during the time interval t, 

 
Cde Pdei

t( )  is the operation cost of the diesel generator in 

MG i during the time interval t, and 
 
Cgrid Pgridi

t( )  is the 

cost of exchanging power with the main grid. 

When modelling the load, by taking into account the 
demand side response, the loads that can participate in 
the optimisation are divided into two, i.e. interruptible 
load and moveable load. An interruptible load means 
that the MG can interrupt it at any time. If it is 
interrupted, it needs to be compensated accordingly. 
The characteristic of the moveable load is that there is 
a user’s willingness to start and stop, and the start and 
stop time of the operation can be flexibly changed 
according to the actual situation and when the power 
level is constant. 

  
Cload

t = ucut
t Pcut

t dcut + us
t ! ushift

t Pshift
t dshift

t       (11) 

where  Pcut
t  and   Pshift

t  correspond to the power plan 

 

Figure 3: Flow chart of the proposed energy trading process. 
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values of the interruptible and moveable loads, 
respectively; dcut and dshift are the electricity prices 
corresponding to the interruptible and moveable loads, 
respectively;   ucut

t  is the optimised operating state of the 
interruptible load (ut

cut = 1 when the load is removed or 
0 if the load is connected);   us

t and   ushift
t  represent the 

willingness of users to run the state and the optimised 
running state, respectively (1 means that the load is 
running and 0 means it is not). When the operating 
status made by the users and the actual operating 
status are not equal, the user should be compensated 
accordingly. 

The constraints, which are essential to meet the 
day-ahead optimising process, are presented as 
follows: 

  
Ppvi

t + Pwti
t + Pbati

t + Pdei
t + Pgridi

t + Pi, j
t

i! j
" = Ploadi

t       (12) 

  
Pgridi

t ! Pgridi
max          (13) 

  Pdei
min ! Pdei

t ! Pdei
max          (14) 

  
Ebat

t = Ebat
t!1 1!"( )! #P $dh        (15) 

  
Ebat

t = Ebat
t!1 1!"( )! #P $dh        (16) 

  SoCmin < SoC < SoCmax         (17) 

  0 ! Pchi
t ! Pchi

max          (18) 

  
Pdhi

t ! Pdhi
max          (19) 

where 
  
Pi, j

t is the flowing power from MG i to MG j, and 

  
Pgridi

max is the maximum allowable power to be transmitted 
between MG i and the main grid. When MG i 
purchases electricity from the main grid, the power 
value is positive, and it is negative when the power is 
sold to the main grid;   Pdei

min  and   Pdei
max are respectively the 

minimum and maximum limited power of the diesel 
generator in MG i. When the battery is charged,  Ebat

t is 
the sum of the power of the previous moment and the 
charging power per unit time; when the battery is 
discharged,  Ebat

t is the difference between the power of 
the previous moment and the discharge power per unit 
time; σ is the self-discharge coefficient of the battery; 
ηch and ηdh are the charging and discharging efficiency 
of the battery, respectively; SoC is the state of charge 
of the battery during charging and discharging; 

  Pchi
max and  Pdhi

max are the maximum charging and 
discharging power of the battery in MG i, respectively. 
The day-ahead power scheduling strategy is as follows. 

Algorithm 1 Day-ahead power scheduling 
strategy 

1. The MCCs calculate the day-ahead energy 
surplus/shortage of MGs based on the forecasted 
renewable energy production and consumer 
demand during the adopted optimisation period. 

2. The MCCs send the predicted power balance 
information of MGs to the GCC. 

3. The GCC determines energy trading among the 
MGs according to (2)–(8). 

4. The GCC sends the energy trading results to the 
MCCs. 

5. The MCCs develop an optimisation management 
plan based on the day-ahead prediction information 
to decide the exchange of power with the main grid. 

 
3.2.2. Intraday Power Scheduling 

In the intraday stage, the intraday prediction 
information of the REGs and loads is updated in a 
cycle of 15 min, and the rolling optimisation is 
conducted, including the charge and discharge power 
of each MG energy storage device and the output 
power of the diesel generator.  

The intraday forecast period, time resolution, and 
control period are 4 h, 15 min, and 15 min, 
respectively. The intraday scheduling strategy mainly 
includes the following steps:  

1) At time k, based on the prediction model, the 
MCCs predict the amount of power in the system within 
4 h (16 periods) and consider the current and future 
constraints; then the MCCs solve the optimisation 
problem to obtain the power plan at time k+1, k+2, ..., 
k+16; 

2) Only the [k, k+1] period is controlled to carry out 
the plan scheduled at time k, and the results at time 
k+1 are output as the initial values of the [k+1, k+2] 
period; 

3) The above steps are repeated to make the plan 
at time k+1. 

The intraday optimisation objective function of MG i 
can be expressed as 
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min F2

i = min Cbat Pbati
k( ) +Cde Pdei

k( )!
"

#
$k=1

96%       (20) 

where
 
Cbat Pbati

k( )  is the operation and maintenance cost 

of the battery in MG i during time t, and 
 
Cde Pdei

k( ) is the 
operation cost of the diesel generator in MG i during 
time t. The intraday power scheduling strategy is as 
follows. 

Algorithm 2 Intraday power scheduling strategy 

1. The MCCs forecast the intraday power of the 
REGs and load demand. 

2. The MCCs determine the charge and discharge 
power of the energy storage device and the output 
power of the diesel generator based on the 
forecasted power and the results calculated in the 
day-ahead scheduling. 

 

 

Figure 4: Diagram of the proposed optimal power flow 
scheduling strategy. 

The constraints of the intraday scheduling are 
consistent with those of the day-ahead scheduling, and 
the optimal scheduling results can be obtained by the 
particle swarm optimisation (PSO) algorithm. 

In summary, Figure 4 shows the whole strategy of 
the proposed optimal power flow scheduling for the 
multi-MG system, which reveals the relationship 
between different control levels and different time 
scales. 

4. SIMULATION VERIFICATION AND CASE 
STUDIES 

The effectiveness and performance of the proposed 
multi-time scale-based optimal power flow scheduling 
strategy for multi-MGs are validated and studied. In the 
simulation, three connected MGs constitute the multi-
MG system. The detailed configuration parameters of 
each MG are presented in Table 1. 

As indicated in Table 1,  ! i  and  !i of each MG are 
both 0.5, indicating that the renewable energy 
penetration rate and power difference have the same 
impact on the bidding of each MG. The initial SoC of 
the batteries in the MGs is set as 0.5, and the 
maximum and minimum limits are 0.9 and 0.2, 
respectively. 

When a single MG exchanges energy with the main 
grid, a time-of-use electricity price is adopted. The 
specific purchase and sale prices are listed in Table 2. 
As can be observed, the peak hours are 11:00–15:00 
and 19:00–21:00, and the average time is 08:00–10:00, 
16:00–18:00, and 22:00–23:00. The valley time is 
00:00–07:00. 

Table 2: Time-of-Use Electricity Price 

Prices /（Yuan / kWh）  
Project 

Peak hours  Average time Valley time 

Purchase 0.83 0.49 0.27 

Sale 0.65 0.38 0.13 

 

Table 1: Configuration of Multi-MGs 

 Wind Installed 
Capacity (kW) 

Photovoltaic Installed 
Capacity (kW) Battery Capacity (kWh) Diesel Generator 

Maximum Power (kW) Load Type 

MG 1 1080 875 2000 200 Industrial load 

MG 2 571 403 1800 200 Resident load 

MG 3 800 0 1200 100 Resident load 
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4.1. Multi-MG Level Simulation Results 

The power allocations of different MGs are shown in 
Figure 5. The solid line in the figure denotes the 
predicted net energy value. Positive values of Pij 
represent the transferred power from MG i to MG j, and 
negative values of Pij represent the transmitted power 
from MG j to MG i. Pig represents the power surplus or 
shortage of MG i after power allocations. 

 
(a) 

 
(b) 

 
(c) 

Figure 5: Predicted energy net value and power allocation 
references: (a) MG1, (b) MG2, and (c) MG3. 

As can be observed in Figure 5, MG 1 transfers 
excess energy to the other two MGs during the period 
7:00–16:00. In other periods, MG 1 and MG 2 suffer 
from power shortages, while MG 3 has a power 
surplus; therefore, MG 3 transfers energy to the other 
two MGs. By comparing the values of the solid line and 
the values of Pig, it can be found that the energy 
allocation can reduce the power surplus or shortage of 
a single MG, and the energy is exchanged and 
consumed within the multi-MG system. 

Figure 6 shows the economic costs of a multi-MG 
system in a single MG mode and multi-MG mode, 
respectively. The single MG mode means that the MG 
operates separately and does not trade energy with 
other MGs, whereas the multi-MG mode means that 
the three MGs can exchange energy at any time. From 
the proposed energy allocation method, for a single 
MG, the purchase price of electricity from an adjacent 
MG is lower than that purchased from a large grid. 
Meanwhile, the price of selling excess energy to an 
adjacent MG is higher than the price when selling to 
the main grid. The transactional energy between MGs 
can reduce the operating costs of each MG. It can be 
observed from Figure 6 that the economic costs 
generated by the operation in the multi-MG mode are 
lower than those of the single MG mode. Among them, 
the economic cost of MG 3 is negative, indicating that a 
profitable state is achieved due to the high power 
generation of renewable energy. 

 

Figure 6: Daily economic cost of the three MGs. 

4.2. MG Level Simulation Results 

By taking MG 1 as an example, the optimal 
scheduling results of the single MG in a multi-MG 
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system are analysed. The load classification is 
indicated in Table 3. The power required by very 
important loads must be guaranteed to be continuously 
provided and is not involved in the load optimisation. 

Table 3: Load Classification of MG1 

Name Capacity Type 

Load1 
Load2 
Load3 
Load4 
Load5 
Load6 
Load7 
Load8 
Load9 
Load10 

200kW 
100kW 
150kW 
150kW 
180kW 
220kW 
150kW 
100kW 
50kW 

100kW 

Very important 
Moveable 
Moveable 

Very important 
Very important 
Very important 

Interruptible 
Interruptible 
Moveable 
Moveable 

 
The PSO algorithm is used to calculate the 

objective function of the day-ahead stage. A typical 
load forecast curve is shown in Figure 7. The optimised 
load state is shown in Figure 8. The output curves of 
the power generation units and the SoC of the energy 
storage are shown in Figures 9 and 10, respectively. 

As can be observed from Figure 8, the load change 
amplitude after optimisation adjustment is reduced. The 
moveable load during the peak time of electricity price 
is transferred to the valley time and average time. The 
interruptible load during the peak time is cut off. Load 
optimisation not only alleviates the pressure of the 
main grid to transmit a large amount of power during 
the peak time, but also reduces the economic cost of 
MG 1. It can be observed from Figure 9 that after load 
optimisation, the SoC curve of the energy storage is 
more gradual, and the depth of charge and discharge is 
lower, which can prolong its service life and achieve 
better economic benefits. 

 

Figure 7: Load forecast data of MG 1. 

 

Figure 8: Optimised load data. 

During the valley time (i.e. 0:00–7:00), as shown in 
Figure 10, MG 1 mainly purchases electricity from the 
main grid. The energy storage device is charged at this 
stage to benefit from the rational use of energy storage. 
During the electricity peak time (i.e. 19:00–21:00), MG 
1 sells electricity to the main grid. At this time, the 
diesel generator fully generates electricity and the 
battery is charged to meet the load demand. The 
battery is mainly charged during electricity price valley 
time or the time when the load demand is less, and 
discharged during the peak time of the electricity price 
or the time when load demand becomes high. As a 
result, the function of ‘shaving the peak and filling the 
valley’ is realised and the economics of the system is 
improved. 

 

Figure 9: Comparison of SoC of energy storage devices.  

In this study, we assumed that the error of 
renewable energy and load forecasting in the day-
ahead stage is within 20%, and the cycle is optimised 
for 96 times in the period of 15 min. Compared with the 
day-ahead prediction power accuracy, the intraday 
prediction accuracy is significantly improved. 
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Figure 10: Power references of different units in MG 1. 

As shown in Figure 11, the day-ahead predicted 
error is corrected by the battery and the diesel 
generator in the intraday stage, while the power 
exchanged with the main grid remains unchanged. 
Compared with the power reference of the battery in 
day-ahead, the output of the battery in intraday is not 
much different. Relative to the battery output change 
value, that of the diesel generator changes a lot. It can 
be observed from Figure 12 that the diesel generator 
plays a major role in correcting the dispatching 
reference of the day-ahead to avoid short-term 
charging and discharging of the batteries, which affect 
their service lives. Therefore, as shown in Figure 13, 
the SoC of the energy storage is able to follow the 
reference value of the day-ahead. 

 

Figure 11: Outputs of MG 1 in intraday stage. 

Figure 14 shows the comparison results of power 
exchanged with the main grid of the multi-MG system. 
As can be observed, when the intraday rolling 
optimisation is deactivated, the power exchanged with 
the main grid fluctuates basically near the day-ahead 
reference value, and it is difficult to realise a smooth 
and controllable scheduling of the MGs with the main 
grid. After the intraday rolling optimisation scheduling is 
activated, the exchange of power with the main grid 

can be kept constant from the power reference in the 
day-ahead, and the outputs of the battery and diesel 
generator can be adjusted to eliminate the actual 
planned deviation due to the forecast error in the day-
ahead stage. 

 
Figure 14: Comparison of power exchanged with the main 
grid.  

 

Figure 12: Comparison of output of diesel generators in the 
two stages. 

 

Figure 13: Comparison of SoC of energy storage devices in 
the two stages 
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5. CONCLUSION 

The multi-MG system adopted in this study consists 
of three MGs, and each MG is managed by the GCC 
and connected to each other through power lines. A 
multi-time scale-based optimal power flow scheduling 
strategy is proposed to obtain a stable and economic 
operation of multi-MGs. Primarily, the energy allocation 
method ensures an optimal allocation of energy to the 
consumers based on the local load demand and the 
penetration rate of renewable energy sources. The 
extra energy is absorbed within the multi-MG system 
preferentially, which improves the economic benefits of 
the system. Furthermore, this study employs a multi-
time scale method to reduce the optimisation error. The 
exchange of power between each MG and the main 
grid is given at the day-ahead stage, and the intraday 
scheduling uses the partial day-ahead results, which 
shortens the calculation time of the intraday scheduling 
and can meet the practical application requirements of 
the energy management strategy. After presenting the 
proposed energy allocation policy and day-ahead and 
intraday power scheduling, simulation studies and 
comparison analysis are conducted. It is shown that 
significant cost reductions and an improved operation 
of the multi-MG system are achieved. 
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